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Outline

A Markov models

A Hidden Markov model (HMM)

A Forwardbackward algorithm

A Viterbi decoding (dynamic programming)

A HiddensemiMarkovmodel HSMM)

A HMM with dynamic features (TrajectolyMM)
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With a first order Markov model, the joint distribution of a
sequence of states is assumed to be of the form

T
P(s1,89,...,87)=P(s1) H P(s¢|st-1)
=9
and we thus have

P(Stlsh S2y - St—l) — P<St|st—1>

In most applications, the conditional distributions P(s;|s;_1) will
be assumed to be stationary (homogeneous Markov chain).
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Markov models - Parameters K possible states

The initial state distribution is defined by o0
Dictionary

K
[; = P(sy=4) with ) II; =1

i=1

1 2 3
A transition matrix A is defined, with elements 1
2
ai; = P(si1=7|st=1) 3

defining the probability of getting from state ¢ to state 7 in one
step.

. : K
Constraint: each row of the matrix sums to one, ) jo1@ij=1.



Example: language modeling

We define the state space to be all the words in English or
some other language.

The marginal probabilities P(s; = k) are called unigram
statistics.

For a first-order Markov model, P(s; =k |s;q =7) is called a
bigram model.

For a second-order Markov model, P(s; =k | s;1 =7, St.0 =1)
is called a trigram model, etc.

In the general case, these are called n-gram models.



Example: language modeling

Sentence completion
The model can predict the next word given the previous words
in a sentence. This can be used to reduce the amount of typing

required (e.g., mobile devices).

Data compression
The model can be used to define an encoding scheme, by assigning
codewords to more probable strings. The more accurate the

predictive model, the fewer the number of bits is required to store
the data.

Text classification
The model can be used as a class-conditional density and/or

generative classifier.

Automatic writing
The model can be used to sample from P(sq, s, . .., S¢) to generate
artificial text.



Example: language modeling
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Exampleof text generated from a-4yram model, trained on a
corpusof 400million words.

Thefirst 4 words are specified by hand, the model generates the
5th word, and therthe resultsare fed back into the model.

Sourcehttp://www. fit.vutbr.cz/~imikolov/rnnim/gen4gram.txt



MLE of transition matrix in Markov models

A Markov model is described by ©*" = {{a;;}7 |, II;};*,, where

the transition probabilities a; ; are stored in a matrix A.

The maximum likelihood estimate (MLE) of the parameters can be
computed with the normalized counts (details in Appendix)
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