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Abstract. Optimal control in robotics has been increasingly popular in
recent years and has been applied in many applications involving complex
dynamical systems. Closed-loop optimal control strategies include model
predictive control (MPC) and time-varying linear controllers optimized
through iLQR. However, such feedback controllers rely on the informa-
tion of the current state, limiting the range of robotic applications where
the robot needs to remember what it has done before to act and plan
accordingly. The recently proposed system level synthesis (SLS) frame-
work circumvents this limitation via a richer controller structure with
memory. In this work, we propose to optimally design reactive anticipa-
tory robot skills with memory by extending SLS to tracking problems
involving nonlinear systems and nonquadratic cost functions. We show-
case our method with two scenarios exploiting task precisions and object
affordances in pick-and-place tasks in a simulated and a real environment
with a 7-axis Franka Emika robot.

Keywords: optimal control, feedback control with memory, robot con-
trol

1 Introduction

Optimal control can be found in a great variety of applications from economics
[1] to engineering problems such as energy management [2] and robotics [3, 4]. It
consists of determining optimal actions in problems following a known forward
model that describe state changes in time when actions are applied.

In robotics, optimal control has been applied in many applications such as
biped walking generation [5, 6], centroidal dynamics trajectory [7, 8] and whole-
body motion planning [9]. These works often consider the solution of optimal
trajectories of states and actions as a plan over a horizon, which is then tracked
with lower level feedback control mechanisms. As the forward models that define
these actions are not perfect representations of the real physical movements,
feedback control is designed to achieve the planned motion even in the presence
of noise, delays and unpredictable perturbations in the environment.

Among others, model predictive control (MPC) [10] is a powerful feedback
mechanism in optimal control, that became a key methodology to control com-
plex dynamical systems such as humanoids [11]. It allows to compute the optimal
plan over a short receding horizon, apply the first few control commands until
a new plan is recomputed using the current state of the robot. However, due
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Possible locations
to place the mug

(a) Mug-sugar cube scenario (b) Pick-and-place task

Fig.1: (a) The robot decides where to place the object according to the ini-
tial position and with the anticipation to pick up the sugar cube and put it
inside the cup. (b) Pick-and-place task with the Franka Emika robot deciding
autonomously to grasp the object from different parts, as an adaptation to dif-
ferent initial configurations. The memory feedback property allows the robot to
remember where it placed the mug and grasped the object, so that it can place
it accordingly.

to scaling issues, MPC approaches still have many challenges to be solved for
high dimensional systems, for longer receding horizons, and for high frequency
control.

Linear quadratic tracking (LQT) [12] and iterative linear quadratic regulator
(iLQR) [13] and their variants are increasingly used in MPC frameworks for con-
trolling high dimensional robotic systems such as humanoids and manipulators
[14, 15, 11, 16]. In particular, dynamic programming solutions for these meth-
ods are often computationally less intensive than other trajectory optimization
methods, with the additional benefit of outputting a full state feedback controller
with gains over the horizon. While some works exploit these gains in real-time
applications, other works use only the feedforward nominal solutions in MPC.
The feedback controller structure in iLQR enables the feedback gains to react to
the current state of the system while anticipating the future states. While this is
enough in many applications, they can not succeed in robotic applications where
the robot needs to remember what it has done before to react and replan, since
it does not have the notion of memory of the past states. The latter requires a
controller which gets feedback from both the past states and the current state
to find optimal control actions. For example, a robot grasping an object from its
different parts needs to remember where it grasped the object to place it without
collision as illustrated in Figure 1b.

Recently, System Level Synthesis (SLS) [17] was proposed as an optimal
controller reacting not only to the current state but also to the past states of the
system through closed-loop mappings optimization. This framework has been
proven to be useful in distributed control systems with uncertain dynamical
systems. Such a controller with memory could be exploited in tasks requiring
correlations between states at different timesteps, as opposed to a controller
without memory such as LQR controller. However, SLS framework has a couple
of limitations to be used in robotics applications requiring a memory of states
with sparse cost functions and nonlinear dynamics.
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In this work, we investigate how optimal control framework can produce
anticipatory and reactive robot skills with a memory of the states to produce
smart behaviors that can exploit task precisions and object affordances. We
propose to achieve our goal with the following extensions to the SLS framework:
1) by adding a feedforward part to the controller enabling trajectory and viapoint
tracking, 2) by extending the approach to nonquadratic costs and nonlinear
systems using Newton method optimization; and 3) by providing fast adaptation
and replanning strategies.

The paper is organized as follows. First, Section 2 presents the related work
in controllers with memory and SLS controllers, mostly within the domain of
robotics. In Section 3, we introduce the SLS framework and explain how LQR
is a specific case of SLS. Then, in Section 4, we show our proposed extensions
over SLS that enable its application in robotics, the proposed adaptation and
replanning strategies when the robot encounters new situations. In Section 5, we
showcase our approach with two scenarios exploiting task precisions and object
affordances in pick-and-place tasks in a simulated and a real environment with a
7-axis Franka Emika robot. Finally, we conclude the work and discuss potential
impacts of the work in Section 6.

2 Related Work

Feedback controllers that can act on the history of states are investigated in
robotics mainly via reinforcement learning algorithms by changing the structure
of the policy, especially with recurrent neural networks (RNN) [18]. In [19],
the authors propose to learn stable bipedal locomotion with an RNN policy,
where the memory serves as a model of the physical parameters of the task. In
[20], a deep learning architecture for learning a policy that can remember some
important information from the past observations is developed by augmenting
the policy state with a continuous memory state. The authors showed that their
guided policy search algorithm could solve a peg sorting task with a manipulator
which needs to remember the target hole position given at the beginning of the
training and a plate and bottle placing task where the robot needs to remember
which object it is holding to determine the orientation.

System level synthesis (SLS) has been developed in a collection of works
that are summarized in [17]. It provides a novel perspective on robust optimal
control design by optimizing over the closed-loop mappings of the system, in-
stead of directly optimizing the controller. The authors showed how SLS can
be exploited in the domain of large-scale distributed optimal control and robust
optimal control.

In [21], SLS has been exploited to learn unknown dynamics for safe control
with LQR, including robust safety guarantees in the state and input constraints.
In [22], perception based SLS controllers are designed for autonomous control
of vehicles learning linear time invariant dynamical systems from image data.
In [23], robust perception-based SLS controller is applied for the safe control of
a quadrotor. The work in [24] gives necessary and sufficient conditions for the
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existence of SLS controller for nonlinear systems and [25] exploits these ideas
by designing a nonlinear controller for a constrained LQR problem by blending
several linear controllers.

3 Background

This section follows [17] to present the SLS framework for regulation problems.
A linear-time-varying (LTV) system can be written as ;41 = Az + Bruy +
wy, Vt={0,..., T}, where x; € R™ is the state, u; € R™ is the control input,
and wy; € R™ is an exogenous disturbance term. By stacking these vectors
for each time-step ¢, we define w=[z§ x] ... w}]T, u=[uj uf u}]T and
w= [z wj wi ... wj_,] ", which allows us to express the dynamics as

x=ZAx+ ZBju + w, (1)

where Z is a delaying operator with identity matrices along its first block sub-
diagonal and zeros elsewhere, A,=blkdiag (Ao, A1,...,Ar) and B;=blkdiag(
By, By, ..., Br). In this work, we consider the stacked disturbance as w~N(
X)), where pp=[p; ,0"7]" and X, =blkdiag(X;,, Znoise)-

We assume a controller of the form u=Kax, where K is a lower block tri-
angular matrix. Note that this controller is more advanced than the controller
found by linear quadratic regulator (LQR). In fact, the former includes the
latter at its block-diagonal elements while the off-block-diagonal elements act
on the history of the states. Inserting the controller definition into (1), we get
r=ZAqx + ZB;Kx + w, which results in the closed-loop responses

-1
z=®,w, &, = (I—Z(Ad+BdK)> ; (2)
-1
u=®w, ®,=K(I-Z(As+BK)) ®)

where {®,,®,} describe the closed loop system responses from the exogenous

disturbance w to the state & and control input wu, respectively. SLS optimizes

directly over these system responses, instead of the controller map K as was done

by the dynamic programming solutions of LQR. As the controller K is a block

lower triangular matrix, these maps are also lower block triangular matrices.
By inserting (2) and (3) into the dynamics equation (1), we obtain

b, w=2ZA;P,w+ ZB;P,w+ w,
— &, =ZA;P, +ZB;®,+1=S,+S,P,, (4)

where the implication is because we want this pair of system responses to remain
independent of the noise in the system for every initial state, and Sp=(I —
ZAy)™, Su=82ZB,. The objective of SLS is to optimize directly over these
lower block triangular system responses {®,,®,} so that there exists a linear
controller K such that K=®,®_! and (4) holds as outlined by the Theorem
2.1 of [17).



Reactive Anticipatory Robot Skills with Memory 5

Linear quadratic regulator: We consider now a linear quadratic regulator
problem with random noise in the process and with a random initial state as

Mily, 4, Zf:o Elz; Qix: + u/ Riuy) 5)

s.t. LTi41 = A{Et + But + wy.
Using the stacked vectors @, uw and w and the block diagonal matrices Q =
blkdiag(Qo, Q1, - .., Q7) and R=blkdiag(Ry, Ry, ..., Rr), this problem can be
recast as optimization over system responses as

ming, ¢, E[|®,w[3 + | Ruwl|%]
st. B, =S, + 8,P,,, (6)
P, P, cl

where L represents the space of lower block triangular matrices. Solving (6), we
obtain a feedback controller achieving the desired system responses. It is possible
to show that we can remove the expectation and treat the cost function as a
random valued cost function. This allows us to solve the problem independently
of the value of w. Therefore, in the remainder of this paper, we take the cost
functions as random valued cost functions instead of their expectations.

Note that because of the constraint to lie on the space £, this problem cannot
be solved directly as we would solve a simple LQR problem. Instead, we make use
of the column separability of the objective function and the equality constraint
representing the dynamics model to separate the problem into 7' independent
subproblems containing only the nonzero part of each block column of the system
responses as in [17].

The controller found by solving (6) can be applied directly to problems with
linear forward models and quadratic costs, if the task is to regulate the state to
a set-point or to a reference trajectory, which is already dynamically feasible by
the plant. In fact, in these cases, one can transform the forward state dynamics
to forward error dynamics and still exploit SLS to solve such tasks. However,
in most of the robotics applications, the reference trajectory is composed of
sparse viapoints and/or the system is nonlinear and/or the cost is nonquadratic.
In the next section, we show how to alleviate these problems as part of our
contributions.

4 Methods

In this section, we show that we can solve SLS problems for tracking analytically
and how to solve them for nonlinear systems and nonquadratic costs. In Section
4.1, we extend the SLS method to extended system level synthesis (eSLS) by
adding a feedforward part that describes the desired states and the desired con-
trol commands. Then, in Section 4.2, we exploit eSLS to solve the problems with
nonquadratic cost and nonlinear dynamics, resulting in an iterative system level
synthesis (iSLS) approach, which greatly extends the domain of applications of
the standard SLS.
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4.1 Extended system level synthesis (eSLS)

The closed loop responses in (2) and (3) cannot represent the closed-loop dy-
namics well when the problem is to track a desired state x(4;) and a desired
control command gy by minimizing J=E[|& — z4]|§ + u — ual%] In this
section, we propose a new closed-loop response model that can explicitly encode
the desired states and the control commands by extending the linear feedback
controller in SLS to include also a feedforward term as uw = Kz + k. Inserting
this into the dynamics equation (1), we obtain @ = ZA x + ZBy(Kz + k) +w,
which results in the closed-loop responses

x=®,w+dy, dy=®,ZBuk, (7)
u=®,w+d,, d,=Kd,-+k, (8)

where ®, and ®,, are defined as in (2) and (3). When we insert  and u in (7)
and (8) into the dynamics equation (1), we get the dynamics constraints on our
optimization variables from ®,w+ dz=Szw+ S, (P, w+d,, ), which is satisfied
for any noise in the system by (4) and d,, = Sy d,. This can be used to show
that k=(I — K S,,)d,,. By a few manipulations of equations, one can rewrite the
controller into the more interpretable form of u = K& + k = K(x — d) + du,
where d, and d, can be interpreted as the planned trajectory of states and
control commands, respectively, assuming zero noise and zero initial state. The
feedback part drives the system to a new plan when there is noise, perturbations
or nonzero initial state.
The final convex optimization problem becomes

ming, &,.d,.d, |Pew +de — x4l|§ + | Puw + du — uallk
s.t. ®, =85, +5,P,,
(9)
d:c = Sudua
D, P, cL
which can be solved analytically for the optimization variables. For the sake of

readability, we omit the details on the derivation and instead give the final result
in Algorithm 1.

Algorithm 1: Extended System Level Synthesis

Solve for feedforward terms dy = (Sy, QSw + R) (S, Qxq + Ruy)
while i < T do Solve for feedback terms

2 il il iv—1gi! Aigi
&, =S, + 85,9,
end

Compute the feedback and feedforward parts of the controller with
K=®,®;'  k=(I - KS.)du




Reactive Anticipatory Robot Skills with Memory 7

4.2 TIterative system level synthesis (iSLS)

In this subsection, we consider the problem of system level synthesis for non-
linear dynamical systems and non-quadratic cost functions. We perform a first
order Taylor expansion of the dynamical system x;11=Ff (2, u) + w; around
some nominal realization of the plant denoted as (&, @, fbw, ), namely, T;4q ~
f (&, Uy) + pow, + Ar(r — &) + By (ug — Gy) + (wi — oy, ) with Jacobian matrices
{A; = %mhaﬁBt = c%i‘@t’ﬁt}' Using the notations &iy1=F(&:, @) + Hw,,
Axi=x; — Ty, Aur=u; — Uy, the linearized dynamics model can be rewritten as

A$t+1 = AtASCt + BtA’LLt + Afwt,Vt,
<— Ax =ZA;Ax + ZBj;Au + Aw,

where the second line is the stacked form of the linearized dynamics model. We
assume a controller of the form Au = KAx + k and follow the same procedure
described in the previous section to write the closed-loop responses as Ax =
P, Aw + d, and Au = ®,Aw + d,, where the variables ®,, ®,,d,, d, satisfy
the same constraints in (9) and (4) with respect to the linearized dynamics
model.

For simplicity, we assume a cost function of the form c(x¢, ur)=c(x:) +
|lut||% where c(x;) is potentially a non-quadratic function of the state. Then,
¢(x¢) can be approximated by a second order Taylor expansion around &,
namely c(@;)~c(®:) + cg, (20 — &) + %(wt = &) Coy, (T2 — it):%(Awt -
x(dt))" Cz,z, (A% — T (4,4)) + const., where Ca:t:a%ct‘n‘:t,ﬁt and Cmtmt:%|®t;at’
and @ (4.= — Cg ', a,. This cost can be rewritten in batch form removing the
constant terms as c(x, u)=3||Ax — x4/l + [|Au — ugl|}- We propose to per-
form a Newton’s step at each iteration by solving a tracking problem of the same
form as (9) by changing the state and the control to Az and Aw. Thus, this
results in the following convex optimization problem

min 4 H<I>1Aw+dm—wd||2Q + ||y Aw+tdy,—uql%

Po, Py ds,dy

st. ®, =8, +5,P,, (10)
dac = Sudu7
P, P, cL

which can be solved analytically the same way as eSLS. Newton optimization
methods are known to be prone to overshoots, which can be handled via line
search. We propose a line search algorithm based on the feedforward control
term of our controller as was done by previously proposed iLQR algorithms [13].
Specifically, we define a variable o with a line search strategy with df*! = adk.
We accept this update if the trajectories found by these closed loop dynamics
models decrease our actual cost function, otherwise we decrease o and re-assess.
This corresponds to updating k in the same manner.

4.3 Time correlations between states

The controller defined by SLS reacts not only to the current state error of the
robot, but also to the history of previous states. Such a controller with mem-
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Algorithm 2: Iterative System Level Synthesis (iSLS)

Initialize the nominal state &; and control 4 ;
Initialize the change in the cost Ac ;
Set a threshold 7 ;

while |Ac| > 7 do Solve iSLS
Linearize the dynamics and quadratize the cost function around

{:i'hﬁt}tT:O to find A, B, Cgz, 4 and uq ;
Solve (10) to find K and k ;
Do line search to update k using the controller Au = KAz + k and the
dynamics model ;
Update Ac.
end

ory can be exploited in tasks requiring correlations between states at different
timesteps, as opposed to a controller without memory such as LQR controllers.
An SLS controller can remember what it did in the previous part of the trajectory
to use this information to better anticipate the future states and to successfully
complete tasks where the future trajectory depends on past states. An example
of such task is illustrated in Figure 1.

To achieve correlations between different timesteps, we make use of the off-
block-diagonal elements of the precision matrix. Let us denote x;, and x:, the
states at t; and ty that we want to correlate. The correlations that we consider
in this work are in the form Cwx, +c~x,, where C and c are the coefficient
matrix and the vector, respectively. We define the correlation cost c(xy, , x+,) as

c(xt,, ®r,) = (Cxyy, + ¢ —41,) Qe (Cxyy + € — x1y),

=z C'Q.Cuxy + (xy, — c)' Q. (xy, —c)— 2z C'Q.(x, — c)
Q1 Q:y —Quytp
_ Tty ' Qt1 Qt1t2 Tty ) (11)
xt? —C QtQtl Qtz wt2 —cC

This means adding off-block-diagonal elements to a typical block-diagonal pre-
cision matrix Q:=blkdiag(Qo, Q1,-..,Qr), by setting Q(t1,t1) = CTQ.C,
Q(t2,t2) = Qc, Q(t1,t2) = —C"Q. and Q(t2,t1) = —Q.C, where Q(t;,1;)

represents the precision matrix block corresponding to the timesteps ¢ and j.

4.4 Adaptation to new reference states

We remark that while the system responses encode the information about the
precision of the task only, the feedforward part of the responses, namely, d
and d,, encode the desired states x4 and the desired control commands ug.
Moreover, d, and d,, are a linear function of x4 and u, (see Algorithm 1),
which makes them easily recomputable when one changes the desired states
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and control commands while keeping the precision matrices constant. Examples
include trajectory tracking with the same precision throughout the horizon, a
task where the robot needs to reach different viapoints and final goal tasks. At
the controller level, this only corresponds to a change in the feedforward term
k, while the feedback part K stays the same. We have k = (I — KSy)dy,=
(I -KS,)(S.QS.,+ R)"(S,Qxy+ Ru,),= Fyxy+ F,u,, where the terms
F,=(I - KS,)(S.QS. + R)"'S.Q and F,=(I — KS,)(S.QS. + R) 'R
can be computed offline and can be used when the desired state and control
commands are changed to determine the new feedforward control term k only by
matrix-vector multiplication operation along the changed time and dimensions.

In the eSLS formulation with linear dynamics and quadratic cost, the re-
planned motion and the controller are optimal, i.e., if one wants to optimize
from scratch when the desired state is changed, then one ends up with the same
solution. However, in iSLS, the replanned motion produces valid trajectories only
in the vicinity of the optimal solution. We argue and show that this can still be
exploited to produce trajectories which achieve the task successfully without any
computation overhead of planning from scratch.

5 Experiments and Results

This section showcases the proposed approach with robotic tasks on a simulated
and real environment with Franka Emika robot. The experiment videos for the
real task can be found in the video accompanying the paper.

5.1 Simulated task

We implemented a simulated robotic task exploiting task precisions with the
help of the memory feedback. The robot, initially holding a coffee mug, needs to
place it on the table within a certain range depicted as brown disk shape on the
table (first viapoint, t=20), pick up a sugar cube depicted as a white cube (sec-
ond viapoint, t=70) and drop it onto the mug (goal point, t=100) as illustrated
in Figure la. Depending on the initial position of the robot or the perturba-
tions in the environment, the robot can decide on different locations to place the
mug. This location needs then to be remembered to drop the sugar cube from
the correct location. We implemented eSLS with a double integrator dynamics
with 100 timesteps to design a feedback controller on the task space and an
inverse kinematics controller to track the reference trajectory generated online
by the feedback controller. The cost function have three state cost components
and a control cost as c=||xzy — cgl||g220 + |70 — cs||%270 + ||@20 — :Bloo||g2201100 +
0.01||u?, where ¢4 and ¢, are the center of the brown disk and the location
of the sugar cube, respectively, and Q0= blkdiag(10%,10%,10°,10°,10°, 10°),
Q70=10°xT Q20 100=diag(10°xI3,03). Figure 2a shows two examples of eSLS
controller starting from two different positions and hence choosing two different
locations to place the mug by anticipating that it will need to put the sugar cube
inside the mug. These locations differ as there is a trade-off between the state
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(a) Adaptation to two different initial (b) Comparison of the execution of
positions (transparent robots) by fol- MPC-LQT (blue robot) and eSLS
lowing the arrows. (white robot) controllers

Fig. 2: Simulated task where the robot, initially holding a coffee mug, needs to
place it on the table within a certain range (brown disk), pick up a sugar cube
(white cube) and drop it onto the mug.

and control costs. As the eSLS controller has memory, the robot can remember
this location to accomplish the task.

As a baseline to compare, we chose to design an LQT controller solved by
dynamic programming. Obviously, this controller has no information about the
previous states and neither about the off-diagonal elements in the precision ma-
trices, hence it can not achieve the task alone. A quick but not generalizable
solution to this problem is to recompute the LQT controller after the mug is
placed on the table, almost as in MPC, but recomputing the solution only once.
We call this controller MPC-LQT. We argue and show that this strategy is far
from the optimal behavior because it eliminates the anticipatory and memory
aspects of the controller. We tested MPC-LQT against our proposed framework
with 10 different initial positions of the robot end-effector, each deciding on dif-
ferent locations of the mug. One such execution is shown in Figure 2b, with
blue and white robots illustrating MPC-LQT and eSLS strategies, respectively.
Each robot, starting from the same initial position depicted by a red circle,
places the mug in different locations following the blue and white arrows, and
picks up the sugar cube and places it inside the mug correctly. Even though
successful, one can see from the geometry in the figure that the final path taken
by the MPC-LQT controller (blue) is longer than the proposed eSLS controller
(white). Indeed, when we compute the costs of the tasks for both cases, we ob-
tained a cost of 474.34+204.3 for eSLS and 1004.74+464.2 for MPC-LQT, which
also quantitatively proves the optimality of the behavior produced by our pro-
posed controller. Indeed, after the mug is placed on the table, the recomputed
controller of MPC-LQT can also put the sugar cube inside the mug successfully.
However, in the optimal behavior as in eSLS, the robot decides on the location
of the mug by anticipating that it will need to put the sugar cube inside, which
is a missing feature in the baseline.
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lominal Behavior

Fig. 3: Adaptation of the robot to different initial configurations shown in trans-
parent and the grasping locations shown in solid colors.

Fig. 4: Testing of the reactivity of the controller to different physical pertur-
bations, each resulting in successful completion of the task by adaption. The
plot of z-axis position (m) in time (s) gathered from the robot perturbed be-
fore grasping the object. The curves of color green, orange and blue correspond
to the first, second and third screenshots respectively, while the dashed black
line corresponds to the nominal solution. The robot decides on-the-fly to grasp
from different locations and remembers these locations to place the yellow object
without colliding with the environment.

5.2 Pick-and-place task

The robot needs to grasp a cylindrical object and place it at a given position
while keeping an upright orientation of the end-effector, as seen in Figure 1. The
grasping position is defined by precise x-y positions of the center of the cylinder,
whereas the z-position and the rotation around the z-axis are kept at a very low
precision. It results in different grasping heights that the robot needs to decide,
by anticipating where it is going to place the object. This behaviour exploits the
grasping affordances of a cylindrical object by allowing the robot to choose where
and how it is going to grasp the object. The placing location is defined by precise
x-y coordinates, while the z-coordinate is defined relatively to the z-coordinate
when grasped. Consequently, the robot needs to remember where it grasped the
object in order to place it at the relative placing z-position. Notice that without
any memory feedback controller, the robot could try to place the object in wrong
and dangerous locations as it can force the object to go downwards and collide
with the environment.

Dynamics: We denote 6, é, é, x, &, g, the joint angles, the joint velocities,
the joint accelerations, the end-effector positions, the end-effector velocities and

the end-effector orientation in quaternion format, respectively. We define fr(-)
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Fig.5: (a) Nominal behavior of the robot without any adaptation. Online adap-
tation to a change in the final relative height (b) at ¢t = 0s (c) at t = 3s, and (d)
at ¢ = 0s combined with an on-the-fly change in the final planar position after
t = 3s. The robot adapts to these new goals online with a new plan according
to the memory of where it grasped the object.

and fr(-) as the forward kinematics functions outputting end-effector positions
and orientations, respectively. We denote Logqo(ql) as the logarithmic map be-
tween the quaternions gy and q; and define quaternion costs with the methods
described in [26].

Inspired by the work in [27], we choose to incorporate the constraints and
other nonlinearities into the forward dynamics model of the state in order to
alleviate the problems of calculating the Hessian of the cost function. In fact,
defining the forward dynamics as such allows to have a quadratic cost function
with a precision matrix that defines directly the accuracy of the state itself.
This, in turn, becomes very useful when one wants to replan the motion and
the controller by changing not only the joint positions, but also the end-effector
positions and orientations. Joint limit constraints can be handled as a soft con-
straint in the cost function as this approach provides very good results already
without resorting to more complicated inequality constrained optimization. How-
ever, in this work, we choose to represent these limits inside the state as well
to illustrate the generalization and adaptation capability of the controller for a
given quadratic cost function. We first define the joint limit violation function as
Fm(9)=(max (6;—8,0)+ max (6—8,,0))°, where 6, and 6,, are the lower and
upper bounds on the joint angles, respectively. Note that when this function is
nonzero, it means that the joint limits are violated, which implies that we can use
this state as quadratic function to drive it to zero. We then choose to represent
the state by z;=[0;, 0:, s, &1, Logg, (g:), fim]eR3! and the control by u;=6eR”
with the forward dynamics defined as [0;41 ;4 1, @141, &1, Log,, (qi+1), fim]

= [01+60,0t, By+w,bt, FE(0141), J(0141)6:, Logg, (FA2(0r11)), £ (0141)]-
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Cost: The cost function is designed by three key points describing the phases
of grasping, lifting up and placing at given timesteps. For the grasping phase,
there is high precision on the x-y axis of the end-effector, and on the end-effector
velocity, whereas the precision on the z axis is left very low to give the robot the
choice to grasp anywhere along the object. The lifting phase is implemented so
as to keep the arm safe during the pick-and-place operation to avoid any obstacle
on the table. Here, we have high precision only on reaching a z-position 10 cm
higher than where the object was grasped during the grasping phase, and no
precision on the other dimensions. For the placing phase, we have high precision
on the x-y positions, on keeping z position the same as where it grasped the
object, and on end-effector velocity. Note that this is only possible by exploiting
the off-diagonal elements in the precision matrix, as explained in Section 4.3.
For the orientations, starting from the grasping phase, we set a high precision
on keeping an upright orientation (but free to turn around z-axis) in order to
keep the balance of the long cylindrical object.

Results: We implemented a 50Hz iSLS controller with a duration of 8s, which
outputs the desired state and control to a 1kHz impedance controller. A vi-
sion system is implemented to track the target object location for testing the
adaptation aspect of the controller to the changes in the task. We conducted
several experiments with the robot to test the adaptation, reactivity and mem-
ory capabilities of the controller. We first tested the adaptation to different
initial configurations. We selected randomly 3 configurations that are close to
the nominal one, but still corresponding to visibly different end-effector positions
and orientations, as seen in Figure 3. We noticed that the robot could adapt its
grasping position to different z-dimensions because of the low precision on that
axis. Here, the robot is aware of the possible grasping affordances of the object
via our controller and exploits these to decide autonomously from which part of
the object to grasp. It then remembers the grasping location and uses it to place
the object on the desired position without colliding with the environment.

For testing the reactivity to perturbations of the proposed controller, we
applied some force to the robot changing its nominal behavior, i.e. different
configurations corresponding to different end-effector positions and orientations,
as can be seen in Figure 4. We noticed that the robot reacts to the perturbations
by mostly changing its grasping locations, whilst still trying to reach the desired
x-y location of the object. Even if it decides only where to grasp the object
to cope with the perturbations, it can remember these locations to place the
object correctly without collision as can be seen from the robot trajectories in
the plot on the far right of Figure 4. In one example shown in the bottom-right
of Figure 4, we changed the orientation by turning it around the z-axis. The
robot’s reaction to this perturbation was considerably smaller than the other
perturbation types. This is indeed the expected behavior of the robot, since the
error on the orientation with this change stayed very close to zero as a result of
the quaternion cost function design.
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Finally, we tested the proposed fast adaptation capability of the controller
with memory by conducting three different experiments shown by (b), (¢) and
(d) in Figure 5. In all cases, we use the same optimized controller which produced
the nominal behavior in (a), and reused it to replan in the other cases where the
target locations are changed either at the beginning of the movement or on-the-
fly. The change in the target location is tracked by the vision system following
the marker on the object. In (b), we changed the final height of the placing
location to a lower value at the initial time. In (c) and (d), the placing locations
are changed on-the-fly by increasing the final height and changing the final x-y
position, respectively. We recomputed online the feedforward part of the iSLS
controller, namely k as described in Section 4.4, each time there is a significant
difference between the current and detected target locations. In all cases, we see
that the robot is able to adapt successfully by replanning fast to new desired
states without any collision, as can also be seen in the accompanying video.

6 Conclusion

We presented an approach for synthesizing reactive and anticipatory controllers
that can remember all previous states in the horizon, which is relevant for robotic
tasks requiring to have a memory of previous movements. In this context, we
proposed to extend SLS controllers to have a feedforward term that can handle
viapoint tasks and a Newton optimization method for solving SLS for nonlinear
systems and nonquadratic cost functions. We showed that our proposed method
outperforms the baseline solutions for producing optimal anticipatory behaviors
that require a memory feedback. We showcased our method on high dimensional
robotic systems in the presence of perturbations, and demonstrated a step to-
wards adaptation when there is a change of the desired states in the task.

SLS-based representation used in our work can facilitate the bridging be-
tween learning, planning and feedback control, especially when we do not know
the cost function and/or we do not have prior knowledge on which past states
should be correlated with the remaining part of the motion. This provides a very
generic formulation for robot skill representations. Future work will study how
to determine which past states are correlated by setting the problem as inverse
optimal control. We believe that learning such correlations from demonstra-
tions/experiences will be useful to lead the way to the development of smarter
feedback controllers which can act on the memory of the states.

SLS offers the advantage that it does not require the experimenter to engi-
neer the problem for each specific use case by augmenting the state-space with
the relevant part of the history. In that sense, SLS is generic and formalizes
this problem, with a homogeneous formulation, by allowing the system to freely
change which past states are correlated and the way they are correlated. In this
work, we tackled problems where we see important practical utility of this fea-
ture. However, instead of correlating only a couple of timesteps in this work,
one could also design these tasks to remember not only one timestep but several
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timesteps in order to capture an important part of the movement that the robot
did in the past and that it needs to remember in the future to react accordingly.
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