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Abstract

In learning by exploration problems such as reinforcement learning (RL),
direct policy search, stochastic optimization or evolutionary computation,
the goal of an agent is to maximize some form of reward function. Often,
these algorithms are designed to find a single policy solution. We address
the problem of representing the space of control policy solutions by
considering exploration as a density estimation problem.

Such representation provides additional information such as shape and
curvature of local peaks that can be exploited to analyze the discovered
solutions and guide the exploration. We show that the search process can
easily be generalized to multi-peaked distributions by employing a
Gaussian mixture model (GMM) with an adaptive number of components.
The GMM has a dual role: representing the space of possible control
policies, and guiding the exploration of new policies.

The approach is tested in a dart game experiment formulated as a black-
box optimization problem, where the agent's throwing capability increases
while it chases for the best strategy to play the game. This experiment is
used to study how the proposed approach can exploit promising solution
alternatives in the search process, when the optimality criterion slowly drifts
over time. The results show that the proposed multi-optima search
approach can anticipate such changes by exploiting promising candidates
to smoothly adapt to the change of global optimum.

Which point on the darthoard should a player aim at
in order to maximize his/her scores?

Repartition of scores on a Path of the global optimum for a

standard dartboard progressively increasing throwing accuracy

The triple-20 is the maximum reachable score on the dartboard, but in the
long run, the position to target depends on the throwing skills of the player:

Player (1) (beginner) should aim at the bullseye.
Player(2) (intermediate) should aim at a point in the lower-left part.
Player(3) (expert) should aim at the triple 20.

Motivations

« When growing, gaining experience, recovering from an injury or practicing a
sport, our motor capabilities continuously change.

« Similarly, the capabilities or objectives of a robot agent can change over
time, requiring learning strategies that can continuously adapt to these
fluctuations without requiring the user to explicitly trigger
exploration/exploitation behaviors.

A parallel exploration of multiple policy options might provide the robot
agent with a robust way to adapt to changing environments, changing body
morphology or changing perception-action capabilities through its
developmental lifespan.
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When the player’s throwing skill accuracy improves, the solution space (colored heatmap, unknown to the agent) slowly drifts from a single peak to a multimodal distribution.
The proposed learning algorithm aims at keeping track of multiple options (white Gaussians) to swiftly adapt to the development of the agent during the search process.

Reward-weighted learning approaches
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 Several search procedures in stochastic optimization, evolutionary
computation or reinforcement learning (RL) rely on an expectation-
maximization (EM) process to iteratively update a policy together with the
exploration noise used to generate new trials.

« Examples of such approaches are the cross-entropy method (CEM), the
covariance matrix adaptation evolution strategy (CMA-ES), and RL
approaches exploring directly in the policy parameters space such as
PoWER (policy learning by weighting exploration with the returns) and PI?
(policy improvement with path integrals).

[D.P. KROESE 4no R.Y. RUBINSTEIN (2004) “THE CROSS-ENTROPY METHOD: A UNIFIED APPROACH TO
COMBINATORIAL OPTIMIZATION, MONTE-CARLO SIMULATION AND MACHINE LEARNING"', SPRINGER]

[N. HANSEN (2006), “THE CMA EVOLUTION STRATEGY: A COMPARING REVIEW”,
TOWARDS A NEW EVOLUTIONARY COMPUTATION, SPRINGER]

[3. KOBER 4n0 ). PETERS (2040) “IMITATION AND REINFORCEMENT LEARNING: PRACTICAL ALGORITHMS FOR
MOTOR PRIMITIVES IN ROBOTICS'', IEEE ROBOTICS AND AUTOMATION MAGAZINE 17:2]

[F. STULP anp 0. SIGAUD (2012) “PATH INTEGRAL POLICY IMPROVEMENT WITH
COVARIANCE MATRIX ADAPTATION"', INTL CONF. ON MACHINE LEARNING (IcmL)]

« Covariance information can serve several purposes. First, it can guide the
exploration by defining an adaptive exploration-exploitation trade-off. Then,
it conveys important information about the neighborhood of the policy
solutions (e.g., shape, total surface, principal directions, curvature).

* In some tasks, the immediate neighborhood of the solution manifold has
different curvature for different local optima, making some regions more
tolerant to errors than others. The solution manifold can for example be
characterized by a continuous portion of space in which the reward is
maximum. There is thus no global optimum based on the reward
information alone, but it is the local spread of the region that determines
the best solution that one can reach.

* Most search algorithms are designed to locate a single optimal point, which
does not seem to match with the way humans learn skills.

[D. STERNAD, M.0. ABE, X. HU 4vp H. MUELLER (2011) “NEUROMOTOR NOISE, ERROR TOLERANCE AND
VELOCITY-DEPENDENT COSTS IN SKILLED PERFORMANCE’’, PLOS COMPUTATIONAL BIOLOGY 7:9]

Extension of the search process to a mixture of Gaussians

* The process can be extended to the search of local solutions with complex
and asymmetric shapes that could not be approximated efficiently by a
single Gaussian, and to multi-optima subspaces to let the agent select
alternative options with respect to the current situation (e.g., based on
space restriction, occlusion, injured articulation or fatigued muscles).

* It also allows the agent to adapt to progressively changing environment
(slowly drifting reward functions). In this case, the system can keep track of
regions that might at a given time have slightly lower reward, but that can
potentially lead to optimal solutions in the future.

* In contrast to EM in standard GMM estimation, the weighting mechanism
does not only consider the probability of belonging to one of the mixture
component, but also the rewards of the different trials:
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During the search process, Gaussians are split along their principal axis if the increase
of components has a significant impact on the likelihood. Two Gaussians are merged
if the removal of one component only slightly decreases the likelihood.

[Z. ZHANG, C.CHEN, J. SUN ano K.L. CHAN (2003) “EM ALGORITHMS FOR GAUSSIAN MIXTURES WITH
SPLIT-AND-MERGE OPERATION"', PATTERN RECOGNITION 36:9]
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Experimental results

* The agent refines its throwing skill while searching for the regions of the
dartboard where it should aim to obtain high scores.

* The progressive reshaping of the solution space requires the agent to balance
exploration and exploitation in a continuous manner, incorporating a
developmental stance to the exploration behavior.

« Even though the complexity of the solution space increases (from single to
multi-peaked distribution), the agent is capable of maintaining a decent score
(black curve below has small linear decay trend) by creating policy alternatives.
These alternatives can cope with the discontinuous switches of global optima
when the throws get more accurate.

* In contrast, if the agent stops adapting its strategy while still improving its
throwing capability, its performance in the game quickly degrades
(see red curve below with exponential decay trend).

With continuous adaptation to

the throws variability

Without adaptation to the
change of throws variability

Left: Average number of Gaussians in the GMM (results averaged over 20 runs).
Right: Maximum reward computed by using the centers of the Gaussians with
r=max; r( ;). The obtained rewards are compared to the theoretical global optimum
computed for each throws accuracy. The black curve shows the difference between this
best theoretical reward 7"**and the reward 7computed from the discovered policy
option(s) ( Ar =7 —r™a* ). The red line shows the effect of stopping the adaptation to
the throwing skills improvement after 1500 iterations.

Which of these two policy options would you choose?

A standard gradient-ascent
process starting from the green
circle would converge to one of

the two peaks (green cross).

21) We are interested in search

' procedures that approximate
regions of high rewards with a

density function, such that the

R AN algorithm does not only detect
% ' AN a peak and stops, but continues
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If the agent is very precise, the policy parameters ® = i, provide a higher reward. But in
a real situation, the precision can vary depending on the agent, the environment and the
context. For a given level of noise 33, the agent should select ® = p,to maximize the
average reward. ® = 11 is more risky but will some times lead to higher rewards.
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